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Norms

To meter the lengths of vectors in a vector space
we need the idea of a norm.

Norm is a function that maps x to a nonnegative real
number

| .| F>R"

A Norm must satisfy following properties:
1 —Positivity HXH >0 ,Vx#0

2 —Homogeneity HaXH = ‘04 Hx

,Vxe FandVae C

3 —Triangleinequality HX + YH = HXH + Hy

,Vx,yeF



Norm of vectors

1
p-normis:  |x] = [Z al’ jp p=1

For p=1 we have l-norm or sum norm ||, :(Z‘ai‘j

For p=2 we have 2-norm or euclidian 4], —(Z‘“‘ jm
norm

For p=oco we have co-norm or max ‘
norm




Let x=

Norm of vectors

Then
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[ =(1+1+2)=4

=V 412422 =46

_=max(1,1,2)=2




* For any vector norm:

xH>Oifx¢O

7/xH = ‘7/‘ : HxH for any scalar ¥y

X+ yH < HxH + H yH (triangle 1nequality)

* These properties define a vector norm



Norm of real functions

Consider continuous functions on the interval [0,1]

over the field of real numbers (R)

l-norm 1is defined as H f (t)Hoo = sup ‘ f (t)‘

te[0,1]

1

2-norm 1s defined as Hf(t)Hz - (_E ‘f(t)‘zdt)z



The Ip—Norm

The |- Norm for a vector x is defined as (p21):

" 1/ p
. p
L, in

=1
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Examples:
- for p=2 we have the ordinary euclidian norm:

- for p= » the definition is

- a norm for matrices is induced via HAH max —-
x#0

- for |, this means :
||A||,=maximum eigenvalue of ATA




Norm of matrices

We can extend norm of vectors to matrices

a..

Sum matrix norm (extension of 1-norm of H Al = Z .
Sum

vectors) 1s: i.J

2

Frobenius norm (extension of 2-norm of H AH _ \/Z a
F ij

vectors) 1s: =

1Al = \/Tr(AAT)

= max
I,]

a..

Max element norm (extension of max H y
ij

norm of vectors) 1s:

max

8



Matrix norm

A norm of a matrix is called matrix norm if it satisfy
|4B|<|4].|8|
The induced-norm of a matrix A is defined as follows:

|4

| =maXHAxH
L N P

Any induced-norm of a matrix A is a matrix norm



Matrix norm for matrices

If we put p=1 so we have

= maXHAx

\XHH

_ maXZ‘aij‘ Maximum
J ; column sum

Maximum absolute column sum of the matrix

If we put p=co, we have
Maximum row
sum

= maXHAxH =
|| =1

Maximum absolute row sum of the matrix

10



Matrix norm for matrices |4

, =maXHAxH
P« ,=1 p

If we put p=1 so we have

HAHA = aXHAxHI = aXZ
J ,
l

|, =1

aij Maximum column sum

If we put p=inf so we have

|4

= ﬁaXHAxH = InaXZ a; Maximum row sum
0 x| =1 e i "
. J

If we put p=2 so we have

A
= maXHAxH2 = max | tz =0,(A)=0_, (A)=0(A)

2, et ] s

|4




* We will only use matrix norms “induced” by vector
norms:

= max
#0
* 1I-norm: )
HAH = mjax Z‘Ay‘ (max absolute column sum)
i=l
* co-nOrm:

n
4], =max 3
I

j=1

A4

(max absolute row sum)



Properties of Matrix Norms

* These induced matrix norms satisfy:

AB
Ax‘

<

<

4

Al

A

A|>0ifA#0
7/AH = ‘7/‘ : HAH for any scalar ¥
A+B|<

‘ + H BH (triangle inequality)
B|

xH for any vector x



Condition Number

* If A is square and nonsingular, then

cond(A4) = HAHHA_IH
* If A is singular, then cond(A) = o
* If A is nearly singular, then cond(A) is large.

* The condition number measures the ratio of
maximum stretch to maximum shrinkage:

-1
Py
w0 xl ) U A




Properties of Condition Number

e For any matrix A, cond(A) > 1

* For the identity matrix, cond(/) =1

* For any permutation matrix, cond(P) = 1
* For any scalar o, cond(at A) = cond(A)

* For any diagonal matrix D,

cond(D) = (max ‘Dii

)

) / (min ‘Dii



Errors and Residuals

e Residual for an approximate solution y to
Ax = b is definedasr=b— Ay

* If Ais nonsingular, then | |x—y/[ =0 if and only if
[|r[]=0.

* Does not imply that if | |r]| |<€, then | |x-y]| | is small.



Estimating Accuracy

* Let x be the solutionto Ax=b
* Let y be the solutionto Ay =c¢

* Then a simple analysis shows that
H _ H < cond(A4)

| HCH

* Errors in the data (b) are magnified by cond(A)
 Likewise for errorsin A



